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Abstract
In this article the filter characteristics of the Vold-Kalman Order Tracking Filter are presented. Both frequency response as well as time response and their time-frequency relationship have been investigated. Some guidelines for optimum choice of filter parameters are presented.

The Vold-Kalman filter enables high performance simultaneous tracking of orders in systems with multiple independent shafts. With this new filter and using multiple tacho references, waveforms, as well as amplitude and phase may be extracted without the beating interactions that are associated with conventional methods. The Vold-Kalman filter provides several filter shapes for optimum resolution and stop-band suppression. Orders extracted as waveforms have no phase bias, and may hence be used for playback, synthesis and tailoring.

Résumé
Cet article présente les caractéristiques du filtrage Vold-Kalman applicable pour les suivis d'ordres. Y sont considérées la réponse en fréquence, la réponse temporelle et les relations fréquence-temps. Quelques conseils et idées directives sur le paramétrage optimal du filtre y sont également donnés.

Le filtrage Vold-Kalman permet d'effectuer un suivi d'ordres simultané et très performant pour l'analyse de systèmes multi-axiaux. Associé à l'utilisation de multi-références tachymétriques, ce nouvel outil permet d'extraire les données module, phase et formes d'onde sans les perturbations et les phénomènes de battement observés avec les méthodes conventionnelles. Diverses formes de filtre permettent l'obtention d'une résolution toujours opti-
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male et la suppression de la bande d'arrêt. Extrait comme formes d'onde sans erreur sur la phase, les ordres peuvent être réutilisés pour la relecture, la synthèse et l'optimisation des données.

**Zusammenfassung**

Dieser Artikel stellt die Filtercharakteristiken des Vold-Kalman-Filters für Ordnungsanalyse vor. Untersucht wurden Frequenzgang und Zeitcharakteristik sowie die Zeit-Frequenz-Beziehung. Es werden Hinweise zur optimalen Auswahl von Filterparametern gegeben.


**Introduction**

Vold and Leuridan [1] introduced in 1993 an algorithm for high resolution, slew rate independent order tracking based on the concepts of Kalman filters. Kalman filters have been employed successfully in control and guidance systems since the sixties, with particular applications to avionics and navigation [8,9]. The main feature of the filters is accurately tracking of signals of known structure among noise and other signal components with different structure. The new algorithm has been successful as implemented in a commercial software system in solving data analysis problems previously intractable with other analysis methods. At the same time certain deficiencies have surfaced, prompting the development of an improved formulation, in particular the capability of being able to control the frequency and the time response of the filter and to separate close and crossing orders [3].

This article gives an introduction to the new Vold-Kalman algorithm, presents the frequency and time response of the filters and their time-frequency relationship and gives some examples of their applications using PULSE, the Brüel & Kjær, Multi-analyzer System Type 3560 [4].
Overview of Methods for Analysis of Non-Stationary Signals

A number of traditional analysis methods can be used for the analysis of non-stationary signals and they can roughly be categorized as follows:

1) Divide into Quasi-stationary segments by proper selection of analysis window
   a) Record the signal in a time buffer (or on disk) and analyze afterwards: Scan Analysis
   b) Analyze on-line and store the spectra for later presentation and post-processing: Multifunction/multibuffer measurements

2) Analyze individual events in a cycle of a signal and average over several cycles: Gated measurements and analysis

3) Sample the signal according to its frequency/RPM variations (adaptive data resampling): Order tracking measurements


The procedure used for Vold-Kalman order tracking analysis (adaptive filtering, where the presumed model of the signal is not fixed in time or frequency content, but automatically adapts itself as the speed of the device under test changes) is as described in 1a) above, i.e. a post-processing procedure based on time data.

Order Tracking Analysis

Order tracking is the art and science of extracting the sinusoidal content of measurements from acousto-mechanical systems under periodic loading/excitation. Order tracking is used for troubleshooting, design and synthesis [5, 18].

Each periodic loading produces sinusoidal overtones, or orders/harmonics, at frequencies that are multiples of that of the fundamental tone (RPM). The orders may be regarded as amplitude and phase modulated carrier waves that vary in frequency. Many practical systems have multiple shafts that may run coherently through fixed transmissions, or partially related through belt slippage and control loops, or independently, such as when a cooling fan operates in an engine compartment.

In order analysis we focus on machine revolutions rather than on time as the base for the signal analysis. Thus in the spectrum domain the focus is on orders rather than frequency components.
Traditional Analysis Techniques for Run-up/Run-down Tests

One of the main applications of order tracking is analysis of run-ups and run-downs. Investigation of the system responses and dynamic behaviour at the various rotational speeds is a key element in design, troubleshooting, product testing and quality control. Depending on the information required from the test, different analysis techniques can be applied.

The most simple is determination of the acoustic response in terms of the overall Linear, A, B or C weighted level as a function of RPM. This is often used in product testing for comparison with reference (tolerance) curves. No diagnostic information is obtained.

"Next level" of analysis is the inclusion of spectral information. In acoustic testing 1/1-octave or 1/3-octave spectra are often used in order to get the spectral content in constant percentage filter bands as a function of rotational speed (constant percentage bandwidth means that the bandwidth is proportional with the frequency). These can reveal frequency regions with annoying resonances and they relate to the human perception of the radiated noise. Information about the individual orders cannot be extracted except for the lowest harmonics with 1/3-octave filters. Fig.1 shows the contour plot of the acoustic response during a run-up of a motor analyzed in 1/3-octaves. The 1st (and to some degree the 2nd) order is identified together with regions of high response levels. Fig.2 shows the overall level as well as some individual 1/3-octave bands as a function of RPM. More information about the lower harmonic order components could be obtained by going to for example 1/12-octave filter bandwidth. Real-time 1/12-octave filters, however, require more DSP (Digital Signal Processing) power in the system.

More advanced acoustic processing is to use a Loudness Analyzer and store non-stationary Specific Loudness as a function of RPM, [14]. Non-stationary Loudness gives a much better model of the human hearing system and takes into account that the sensitivity of the human ear is not the same for all frequencies and levels as well as the effect of temporal and frequency masking.

In order to resolve the various orders in the frequency domain, narrowband frequency spectra (FFT without tracking) could be applied. FFT gives the spectral information in constant bandwidth (same bandwidth at all frequencies and RPMs) and facilitates identification of harmonic families when presented on a linear frequency axis. This enables diagnosis and source identification. The advantage of using FFT without tracking is that it does not cost very much in terms of DSP power. Another advantage is that one FFT analyzer can relate the analysis to more tacho signals: multi-shaft analysis. A disadvantage is that
Fig. 1. 1/3-octave colour contour plot (maximum interpolation used) of the acoustic response during run-up

Fig. 2. Selected 1/3-octave bands and overall linear level of acoustic response as functions of RPM

The smearing of the individual (and especially the higher) order components in the frequency spectra will appear if the run-up/run-down is fast. This is due to the fact that each FFT spectrum represents a certain time window and therefore a certain change of the rotational speed. Another aspect is that rather large Fourier transforms (many lines in the FFT) are required in cases where the test is running over a wide speed (RPM) range and higher harmonics have to be included in the analysis. Example: RPM range from 600 RPM (10 Hz) to 6000 RPM (100 Hz), 16 orders included in the spectra (i.e. min. 16 x 100 Hz = 1.6 kHz frequency span) and a resolution of 2 Hz (5 FFT lines per
order at 600 RPM) will require 800 FFT lines in the analysis (2 Hz resolution with a frequency span of 1.6 kHz).

Fig. 3 shows the contour plot of an FFT analysis of the same acoustic response as in Fig. 1. The harmonic family of the fundamental periodic loading is easily identified. Resonance frequencies excited by the various harmonic orders appear on vertical lines parallel to the RPM axis. Fig. 4 shows the first 4 harmonics and the total level in the selected frequency span, as a function of RPM. This information is obtained by slicing in the contour plot (post-processed in “real-time” during the test) or by pre-processing, i.e., directly measured by the FFT analyzer during the run-up/run-down. Both order – as well as frequency-slices can be measured/extracted using these methods.

![Fig. 3. Contour plot of the FFT spectra of the acoustic response as function of RPM](image1)

![Fig. 4. Selected orders and total level (in the frequency span) as functions of RPM](image2)
The above mentioned disadvantages can be overcome by use of tracking. The tracking technique uses the instantaneous RPM values for calculation of the samples referenced to the revolution of the rotating shafts instead of the time clock, see e.g. [5]. Fourier transform of the revolution based samples results in order spectra instead of frequency spectra and harmonic orders related to the measured RPM remains in fixed lines in the order spectrum. This means that smearing of the order related components is avoided and order components, which might have been smeared out in a frequency spectrum, can be identified. The number of lines required in the order spectra for a certain test is less than the number of lines needed if frequency spectra were used. Example: 20 orders is analyzed with a resolution of 0.2 order (5 lines per order, giving possibility to identify inter-harmonic components) by use of 100 line order spectra independent of the speed range. The price to pay is that the real-time tracking algorithms require more DSP power than the “normal” FFT analysis.

Fig. 5 shows the contour plot of order spectra of the same acoustic response as in Fig. 1 and Fig. 3. The orders appear on vertical lines parallel to the RPM axis whereas resonances appear on hyperbolic curves (fixed frequency curves indicated by the cursor). Slices of the first 10 harmonics and the total level as a function of RPM is shown (as a waterfall plot) in Fig. 6. The order slice results obtained by the frequency analysis and the order analysis are the same.

In product testing there is often a requirement of having the results in real-time (on-line) containing information of both individual orders, overall levels (Linear, A, B or C weighted) and in some cases 1/1- or 1/3-octave bands as well. This can only be obtained using a combination of the mentioned techniques. The key issue, in order to reduce the test time and have consistency of data in the various analyses is to perform the analyses simultaneously. This is the case in the results illustrated in Fig. 1 through Fig. 6 where the Brüel & Kjær PULSE, Multi-analyzer System Type 3560 is used. Four analyzers are used in parallel: A tachometer (for RPM calculations), a 1/3-octave analyzer (1/3-octaves and overall levels), an FFT analyzer (frequency spectra) and an order analyzer (order spectra) giving all the results simultaneously. A loudness analyzer can be included as well. In this example only one tachometer signal is used. In multiaxle applications the different tachometer signals should be applied to the tachometer. The scaling of the RPM axis and the calculation of the order slices can then be referenced to the different rotation speeds (RPMs). If tracking is used (as in Fig. 5 and Fig. 6) an order analyzer would have to be defined for each reference tachometer signal.
These analysis techniques can be applied in real-time (on-line) which means that the results are obtained during the test. They are based upon conventional frequency (Fourier) analysis that means that the resolution in the time domain is linked to the resolution in the frequency domain and vice versa. This gives a limitation of how accurate phenomena can be identified in both domains in the same analysis. This is also referred to as the uncertainty principle. For FFT analysis the relation is written as $\Delta f \times T = 1$, where $T$ is the record length ("resolution" in time domain) and $\Delta f$ is the line spacing in the spectrum ("resolution" in frequency domain). If the changes in the signals are
too rapid we will not be able to follow (analyze) these changes using these techniques. The real-time order tracking technique, mentioned above, is based on resampling and there is a limitation of how fast the speed (RPM) is allowed to change (also called slew rate limitation).

These limitations are examples of where the Vold-Kalman tracking filter can be used, rendering a comprehensive set of analysis tools. It minimizes the resolution problems and has no slew rate limitations.

Applications of Vold-Kalman Order Tracking Filtering

The Vold-Kalman algorithm enables simultaneous estimation of multiple orders, effectively decoupling close and crossing orders, e.g., separating drive shaft orders from wheel orders in suspension tuning. Decoupling is especially important for acoustics applications, where order crossings cause transient beating events. The new algorithm allows for a much wider range of filter shapes, such that signals with sideband modulations are processed with high fidelity. Finally, systems subject to radical RPM changes, such as transmissions, are tracked also through the transient events (e.g. gear shifts) associated with abrupt changes in inertia and boundary conditions. The goal of order tracking is to extract selected orders in terms of amplitude and phase, called Complex Orders or Phase Assigned Orders, or as waveforms. The order functions are extracted without time delay (no phase shift), and may hence be used in synthesis applications for sound quality, e.g. removal of nuisance orders and laboratory simulations. Other applications include multiplane balancing, and measurements of Operational Deflection Shapes, ODS.

Fundamental Notions and Equations

Mechanical systems under periodic loading, such as those with one or more rotating shafts will respond in measurements with a superposition of sine waves whose frequencies are integer multiples of the fundamental excitation frequencies. Notice that this also applies to the limit cycle response of non-linear systems. As the periodic loadings change their speed, the responses will also change their frequencies accordingly. Since mechanical systems normally have transfer characteristics dependent upon frequency, the amplitude and phase of these sine waves will typically also change as the periodic loadings change their speed. The sine waves whose frequencies are constant multiples
of an underlying periodic loading are said to be harmonics or orders of that loading, also when the multiple is fractional due to gears or belt drives.

It is often helpful to visualize an order as an amplitude/phase modulated radio signal. The underlying sine wave whose frequency is a multiple of the fundamental periodic phenomenon would be the carrier wave, while the slowly varying amplitude and phase function that modulates the carrier wave is the radio program. A radio receiver demodulates the signal by removing the carrier wave and playing the modulation function, also known as the (complex) envelope. Now, in mechanical systems, the carrier wave may continually change its frequency, making the orders similar to amplitude modulated spread spectrum radio signals.

The goal of order tracking is to extract selected orders in terms of amplitude and phase or as real time series. These entities will in general be estimated as functions of time to allow for any pattern of speed or axle RPM variations.

**Phasors and Complex Envelopes**

The carrier wave of an order can be visualised as a phasor, which is a complex oscillator with an instantaneous frequency proportional to a constant multiple of the underlying axle speed as in the equation

\[
\Theta_k(t) = \exp \left(2\pi ki \int_0^t f(u)du \right)
\]

where the integral of frequency gives the angle travelled by the axle up to the current time, \(k\) is the order number and \(i = \sqrt{-1}\). Note that the phasor is always on the complex unit circle.

The amplitude modulated complex order is now given as the product \(A_k(t) \Theta_k(t)\) where \(A_k(t)\) is the complex envelope. These complex orders must occur in complex conjugate pairs to sum to a real signal, such that the total superposition \(X(t)\) of orders relative to an axle can be written as

\[
X(t) = \sum_k A_k(t) \Theta_k(t)
\]

where \(k\) runs over all positive and negative multiples of the underlying axle speed.
**Time Variant Zoom**

The expression for the phasor (1) implies the functional relationship

\[ \Theta_k(t) = \Theta_{k+j}(t) \]  

(3)

In particular, inspection of equation (1) shows that \( \Theta_0(t) = 1 \). When the axle speed has been estimated as a function of time, equations (2) and (3) then show that we can centre a designated order at DC (zero frequency) by the time variant zoom transform

\[ \Theta_j(t)X(t) = A_j(t) + \sum_{k \neq j} A_k(t)\Theta_{k-j}(t) \]  

(4)

The low frequency complex envelope \( A_j(t) \) has now been straightened, and may, for example, be extracted in the time domain by any suitable lowpass filter. This super-heterodyning process is similar to the tracking of an amplitude modulated spread spectrum radio source.

Using traditional tracking algorithms the centre frequency of a bandpass tracking filter is controlled by the instantaneous RPM. The filter AC output is then detected (squared and averaged) into a “slowly” varying DC using, for example, a traditional RMS detector, with all its well known limitations, among those – averaging time dependent ripple in the output as well as loss of phase information. For the Vold-Kalman processing, the order of interest is frequency shifted (or zoomed) to DC, a shift which is controlled by the instantaneous RPM and then followed by a lowpass filtration which replaces the bandpass filtering process. Thus there is no need for any further detection; i.e. the Vold-Kalman filtration includes a simultaneous envelope detection of both magnitude and phase. Order Waveforms are then obtained by remodulating the complex orders by the order frequency carrier wave (given by the RPM profile), i.e. the complex orders are heterodyned from DC to its original frequency location.

**Vold-Kalman Filter**

The basic idea behind the Vold-Kalman filter is to define local constraints that state that the unknown complex envelopes are smooth and that the sum of the orders should approximate the total measured signal. The smoothness
condition is called the structural equation, and the relationship with the measured data is called the data equation. The somewhat ambiguous notation $X(n\Delta t) = X(n)$, where $\Delta t$ is the sampling time increment, is used in this article to simplify the mathematical exposition.

**Structural Equations**

The complex envelope $A_j(t)$ is the low frequency modulation of the carrier wave $Q_j(t)$. Low frequency entails smoothness, and one sufficient condition for smoothness is that the function locally can be represented by a low order polynomial. This condition can be expressed in continuous time using multiple differentiation as

$$\frac{d^2A_j(t)}{dt^2} = e(t)$$

where $e(t)$ represents higher order terms. The same constraint can be applied to sampled data by using the difference operator such that

$$\Delta^2 A_j(n) = \tilde{e}(n)$$

Note that the difference operator of a given order annihilates all polynomials of one order less. Equation (6) is called the structural equation when the right hand side $\tilde{e}(n)$ is regarded as noise or error. This complex equation will be satisfied in an approximate sense for all discrete time points in the data set.

The structural difference equation in the first generation of the Vold-Kalman algorithm is a real second order equation for the real modulated waveform

$$X_j(n) = 2 \text{Re}(A_j(n) \Theta_j(n))$$

that requires a demodulation through the Vandermonde equations to find the amplitude and phase, see [1]. This operator also only annihilates the constant polynomial.
**Data Equation**

The structural equation only enforces the smoothness conditions on the estimates of the complex envelopes, such that we need an equation that relates the estimates to the measured data. The simplest such condition is to state that the sum of the orders differs only by an error term from the measured data as expressed in the equation

\[ X(n) - \sum_{j \in J} A_j(n) \Theta_j(n) = \delta(n) \]  

where the summation is for a desired subset of orders.

The above equation (8) is called the data equation when the right-hand side \( \delta(n) \) is regarded as noise or error. This equation will also be enforced in an approximate sense for all sampled data points.

**Decoupling**

When several orders are estimated simultaneously, equation (8) ensures that the total signal energy will be distributed between these orders, and together with the smoothness conditions of the structural equation (6) this enforces a decoupling of close and crossing orders as is demonstrated in the examples. The mathematics of this procedure is quite analogous to the repeated root problem in modal analysis, see, [7]. When orders coincide in frequency over an extended time segment, the allocation of energy to such orders is poorly defined, and numerical ill conditioning may ensue. Widening the filter bandwidth is one possible remedy in this case.

**Example of Tacho Processing**

Any method with high resolution needs proper controls, and for the Vold-Kalman filter this means a very accurate estimation of the instantaneous RPM such that the tracking filter will follow the peak of the order functions instead of extracting data from the foothills. The methodology that has been chosen for the Vold-Kalman filter is that of fitting cubic splines in a least squares sense to the table of level crossings from a tacho waveform. Choice of other possible methods is discussed in [1]. Tacho processing is explained in more details later.
Fig. 7. Corrupted tacho waveform, Run-down from 5200 RPM to 400 RPM

Fig. 8. Raw data and spline fit
The spline fit enables automatic rejection of outlying data points with a subsequent refit on a censored table of level crossings. The spline fit and censoring process capability is illustrated by the corrupted tachometer signal from a 5200 RPM to 400 RPM run-down lasting for about 15s. There are three dropouts with a total duration of 15% of the total measurement time as shown in Fig. 7. The raw level crossing table and spline fit without rejection is shown in Fig. 8. The fitted data is then compared with the raw table, the largest deviants (in this case 1% of the raw RPM table has been specified for rejection) are censored and a refit is performed, with the clean results depicted in Fig. 9. As a result the three “wild” RPM points have been removed and the spline fit is sufficiently stiff to straddle the empty sections. This is a fully automatic process, often obviating the need for manual tacho signal repair. Notice that the raw RPM profiles have been drawn as curves, i.e. with straight-line connections between the table values, both without and with rejections shown in Figs. 8 & 9.

Fig. 9. Censored Data with Corrected Spline Fit (curves offset for ease of comparison)
Vold-Kalman Filter Process, Step by Step – an Example

To illustrate the ease of use of the Vold-Kalman filter process as implemented in the Bruel & Kjær PULSE, Multi-analysis System Type 3560, a run-up measurement on a small single shaft electrical motor has been performed. Fig. 10 shows the vibration response signal, which was recorded together with a tacho signal. A 1.6kHz frequency range and a total recording of 20s have been selected using a PULSE Time Capture Analyzer [17]. The number of samples recorded is 81,920 in each channel. 18s of the recorded signal was extracted for Vold-Kalman tracking using a delta cursor.

![Fig. 10. Vibration time signal of the run-up](image)

a) Overview of the Event using Fourier Analysis

The first step is to use conventional techniques in order to gain some insight in the harmonic orders of interest, gearshifts etc. Fig. 11 shows a contour plot of an STFT (Short Time Fourier Transform) of the vibration signal. The record length of each transform is set to 125 ms (512 samples) resulting in 200 lines in the frequency domain (line spacing Δf of 8 Hz). An overlap of 66% is used resulting in a multi-buffer of 500 spectra covering the selected 18s. From the contour plot it is revealed that the dominating orders are nos. 1, 3, 9 and 10 and as expected, no gearshift is present.
b) Tacho Processing

As mentioned earlier any method with high resolution needs proper controls, and for the Vold-Kalman filter this means a very accurate estimation of the instantaneous RPM such that the tracking filter will follow orders correctly. The method of fitting cubic splines to the table of level crossings from a tacho waveform gives an analytic expression of the RPM as a continuous function of time, i.e. an instantaneous or “sample by sample” estimate of RPM, with true tracking of the shaft rotation angle for phase fidelity. As a consequence Vold-Kalman filtering will produce a complex order value for every measurement sample point. Fig. 12 shows the tacho settings, including slope, hysteresis and gearing that defines the table of RPM values, each of them positioned in time exactly midway between two consecutive tacho pulses as shown in Fig. 8.

The tacho table is divided into a number of segments, in which a cubic least squares spline fit, allowing for one local minimum and one local maximum, is applied in order to smooth the data. Fewer the segments, the stiffer and smoother the interpolation would be. The more segments are chosen, the closer the interpolation will fit the data points. In practice one should increase the
number of segments until a reasonable match to the raw RPM is obtained. Too many segments might fit non-physical variations (noise) in the raw RPM. Continuity and first derivative continuity constraint requirement is applied between segments. There is also the option of specifying hinge points (singular events) in the spline fit, such that sudden changes in inertial properties can be tracked, as in the case of clutching and gearshifts by relaxing the first derivative continuity at shift points. The operator identifies the exact locations of hinge points by expanding the RPM profiles for detailed visual inspection.

The spline fit also permits automatic rejection of outlying data points (such as tacho dropouts) with a subsequent refit on a censored table of level crossings as mentioned earlier. The Curve Fit property page is shown in Fig. 13.
Fig. 13. Tacho table Curve Fit property page

Fig. 14. Comparison of the measured (raw, tabular) and curve fitted RPM profiles

Fig. 14 shows a superimposed graph of the measured and the curve fitted RPM profiles. The maximum slew rate in this case is seen to be approximately 800 RPM/s and the range is between 1000 RPM and 6000 RPM.
Orders can now be extracted from the signal in terms of waveforms or as Phase Assigned Orders (Complex Orders).

The Vold-Kalman filter property page is shown in Fig. 15. The computational complexity of the Vold-Kalman filter is proportional to the number of time samples and to the number of orders to be extracted, but also to some degree depends on filter type, output, bandwidth and decimation. For example, the computation time for a three-pole filter is 10% longer than for a two-pole filter.

When decoupling is used, however, the computational cost can be high, since constraint conditions are being enforced between the order function estimates.

Fig. 16 shows the waveform of the 1st, 3rd, 9th and 10th order extracted using a two-pole Vold-Kalman filter with a bandwidth of 10% (i.e. 10% of the fundamental frequency). Extracted waveforms can be played via a sound card and they can be exported as wave files. Sound Quality application is an example were this is very useful.

![Vold-Kalman Filter Property Page](image)

**Fig. 15. Vold-Kalman filter property page**
Fig. 16. Waveforms of the 1st, 3rd, 9th and 10th Order, extracted using a two-pole Vold-Kalman filter with 10% bandwidth.

Fig. 17. Magnitude of the 4 most dominating orders as a function of time, extracted using a two-pole Vold-Kalman filter with 10% bandwidth.
Extracted as Phase Assigned Orders means that the orders are determined in terms of magnitude and phase. Fig. 17 shows the magnitude of the Phase Assigned Orders of the 1st, 3rd, 9th and 10th order, which were the 4 most dominating orders. A two-pole Vold-Kalman filter with a bandwidth of 10% is used. It should be noted that the phase of the orders is highly sensitive to choice of filter bandwidth for time sections with poor signal to noise ratio. This is most evident when displaying unwrapped phase.

The Vold-Kalman analysis is a time-based analysis yielding results, Phase Assigned Orders and Waveforms as a function of time. Often it is desirable to plot the Phase Assigned Orders as a function of RPM, which can be easily done by exporting the order of interest and the RPM-profile to a spreadsheet. The magnitude of the first order is shown in Fig. 18 using MS Excel. The decimation features shown in Figs. 12 and 15 are used in this case in order to reduce the amount of data to a size, which can be handled by a spreadsheet.

![Fig. 18. Magnitude of the first order as a function of RPM, extracted using a two-pole Vold-Kalman filter with 10% bandwidth and plotted via MS Excel spreadsheet](image)

**Filter Characteristics in Frequency Domain**

Bandwidth selection is done in terms of constant frequency bandwidth or proportional to RPM bandwidth (i.e. constant percentage bandwidth). The bandwidth specification in the Bruel & Kjær Vold-Kalman implementation [16] is in terms of the half-power points, i.e. 3dB bandwidth. Bandwidth proportional to RPM is recommended for the analysis of higher harmonic orders or analysis of wide RPM ranges.
The filter shape is measured by sweeping a sine wave through a Vold-Kalman filter with a fixed centre frequency and fixed bandwidth. A sweep rate of 1 Hz/s is used for measuring the filter shapes, shown in Fig. 19, of a Vold-Kalman filter with a centre frequency of 100 Hz and a bandwidth of 8 Hz. The x-axis, which is a time axis scaled in seconds, can directly be interpreted as a frequency axis scaled in Hz (with a fixed offset). It is seen that a one-pole filter has very poor selectivity, a two-pole filter has a much better selectivity, whereas a three-pole filter provides the best selectivity. The 60 dB shape factor, i.e. the ratio between the 60 dB bandwidth and the 3 dB bandwidth is often used for describing the selectivity of a filter. The 60 dB shape factor has been measured for the one-, two- and three-pole filters for bandwidths in the range from 0.125 Hz to 16 Hz. These tests showed that the 60 dB shape factor for a given pole specification increases slightly as a function of bandwidth. The one-pole filter has a 60 dB shape factor of approximately 50 (variation from 48.8 to 50.8). The two-pole filter has a 60 dB shape factor of approximately 7.0 (variation from 6.80 to 7.07) and the three-pole filter has a 60 dB shape factor of approximately 3.6 (variation from 3.58 to 3.68). Thus the selectivity of the three-pole filter is twice as good as the two-pole filter and 14 times better than the one-pole filter. Good selectivity is important to avoid interference (or leakage) between orders.

Fig. 19. Comparison of filter shapes for one-, two- and three-pole Vold-Kalman filters with a bandwidth of 8 Hz
Fig. 20. Comparison of the frequency response in the passband for one-, two- and three-
pole Vold-Kalman filters with the same bandwidth of 8 Hz

Another characteristic of the filter is the frequency response within the
passband. As seen in Fig. 20 the two- and three-pole filters have a much flatter
frequency response in the passband compared to the one-pole filter, with the
three-pole filter having the flattest frequency response. The flatness of the fre-
quency response in the passband is important when analyzing the amplitude
and phase modulation of the harmonic carrier frequency. Amplitude and
phase modulation corresponds in the frequency domain to sidebands centered
around the harmonic carrier frequency component, which means that the
more flat the frequency response is the more correct the modulation will show
up in the filter analysis.

The phase of the Frequency Responses for the different filter types is zero in
the full frequency range within the measurable dynamic range. Thus there is
no phase distortion or time delay for tracked orders including modulations
identified as lower and upper sidebands.
Filter Characteristics in Time Domain

The time response of Vold-Kalman filters is important to understand when analyzing transient phenomena and responses to lightly damped resonances being excited during a run-up or a run-down. The time response has been investigated by applying a tone burst with a certain duration to a Vold-Kalman filter with a fixed centre frequency corresponding to the frequency of the toneburst. In Fig. 21 the magnitude (envelope) of the response of a filter centered at 100 Hz with a bandwidth of 8 Hz is shown using a logarithmic y-axis. A 100 Hz tone burst with a duration of 1 s is applied to the filter. One very important feature is that the time response is symmetrical in time, i.e. it appears to behave like a non-causal filter. This is because Vold-Kalman filtering is implemented as post processing allowing for non-causal filter implementation and extraction of order waveforms with no phase bias or distortion, i.e. without a time delay. Fig. 21 shows the time response for one-, two- and three-pole filters with a bandwidth of 8 Hz.

The one-pole filter has, as expected, the shortest decay time and an exponential decay which appears as a straight line when displayed with a logarithmic y-axis, while the two-pole and three-pole filters in addition to the longer...
Fig. 22. Comparison of Time Responses for one-pole 2 Hz, 4 Hz and 8 Hz bandwidth Vold-Kalman filters. The applied signal is a tone burst of 1 s duration.

decay times also show some lobes. The main lobes of all three filter types show on the other hand nearly the same progress in the upper 25 dB, i.e. the same "early decay", which means their behaviour in terms of how fast they can follow amplitude changes of orders are nearly identical.

Fig. 22 shows the time response of a one-pole filter for 3 different choices of filter bandwidths. As expected the decay time is inversely proportional to the bandwidth. Since the slope for a one-pole filter is very similar to the slope of the early decay for two- and three-pole filters with the same bandwidth we can extract the following important time-frequency relationship for all three types of Vold-Kalman filters,

\[ B_{3\text{dB}} \cdot \tau = 0.2 \]

(9)

where \( B_{3\text{dB}} \) is the 3 dB bandwidth of the Vold-Kalman filter and \( \tau \) is the time it takes for the time response to decay 8.69 dB (\( = 10 \times \log e^2 \)). One pole filter is based on a second order structural equation, i.e. a one degree of freedom resonator (an SDOF system) which has the time-frequency relationship, \( \sigma \times \tau = 1 \) (see Ref. [19]) corresponding to \( B_{3\text{dB}} \times \tau = 1/\pi \). Thus we have an optimum time-
frequency relationship close to the Heisenberg’s uncertainty limit using Vold-Kalman filtering. Due to its symmetry the efficient duration of the time response has to be considered $2\tau$ rather than $\tau$. If reverberation time $T_{60}$ instead of time constant $\tau$ is preferred, the relation (9) becomes,

$$B_{3dB} \times T_{60} = 1.4$$  \hspace{1cm} (10)

When zooming in around the beginning or the end of the tone burst a difference between the three filter types is revealed as seen in Fig. 23. The one-pole filter has a smooth decay before the stop of the tone burst, whereas the two-pole and the three-pole filters show a ripple with a maximum deviation (overshoot) from the steady state response of 0.28 dB and 0.46 dB respectively. This overshoot phenomenon is only seen in analysis results when analyzing signals with abrupt amplitude changes (such as in the case of a tone burst) or when a too narrow filter bandwidth is selected for the analysis (i.e., the time constant, $\tau$ of the filter is too long for the signal to be analyzed).

As an additional observation, all time responses have decayed to $-6$ dB, irrespective of the chosen filter parameters, at the location where the tone burst stops,

![Fig. 23. Detailed picture of the time response of the one-, two- and three-pole filters at the end of the tone burst](image-url)
see Figs. 21 and 22. (i.e. where the energy of the order signal inside the analyzed time window is reduced by 3dB). Due to the sudden change in the nature of the signal, from a sine wave to nothing, a further leakage of the order, into neighbouring frequencies by 3dB is seen. A similar effect is observed using FFT analysis. See Appendix A for more details.

The phase curve is zero degrees in the full time range where the time burst exists as expected, except for some small edge effects (less than 1 degree for the 8Hz filter) at the two discontinuities, i.e., the Vold-Kalman filter has no time delay for a tracked signal.

Phase of Orders and Waveforms
The major question is: What is the reference for the detected phase? For the Phase Assigned Autospectrum in PULSE, the phase spectrum assigned to the autospectrum is the phase of the cross-spectrum between the selected signal and the reference signal selected by the user, e.g. a tacho signal or any other suitable signal. This is a typical dual channel measurement.

For the Vold-Kalman filtering the situation is slightly different, the phase is extracted from the vibration/acoustic signal itself, i.e. from one signal only:

In a time domain model the Vold-Kalman filter fits sine waves at the selected order/carrier frequency to the vibration/acoustic signal. For a one-pole filter three data samples are fitted at a time in a recursive manner [2, 20]. For two and three pole filters more samples are used in the curve fit/filtering process.

The phase of a particular Phase Assigned Order component at time zero (beginning of time record) will be the phase at time zero for the curve fitted sine wave result, similar to the phase of a sine wave component in a Fourier Spectrum which is the phase of this component at the beginning of the time record. The standard convention is as follows: if a sine wave has its maximum amplitude at time zero, then the phase of its Fourier component is per definition 0 degrees. If a sine wave has its minimum amplitude at time zero, then the phase is 180 degrees. For zero crossings with positive and negative slopes the phase is minus 90 and plus 90 degrees respectively. Thus the starting phase for a Phase Assigned Order is the phase of the order signal itself irrespective of the actual starting phase of the tacho reference/carrier/RPM signal. This is also a consequence of the fact that only the RPM profile (i.e., frequency) and not phase is derived from the tacho signal. The phase of the tacho reference/carrier/RPM signal can then be regarded to have zero phase at time zero for any order of interest, and the phase for any order is thus assigned to the phase of the rotat-
ing shaft, i.e. the tacho signal with an arbitrary offset. The phase at any later
time for the Phase Assigned Orders depends on the transfer properties
between the forcing functions from the rotating shaft to the measurement/
observation position.

When calculating the order waveform from the Phase Assigned Orders and
the RPM, the order waveform will have a phase at time zero which is the com-
bination of the phase of the carrier wave (per definition 0 degrees) and the
phase of the phase assigned order at time zero, which is the measured phase of
the order waveform at time zero. Thus the output order waveform will have no
phase shift, i.e. no time delay, with respect to the measured signal and thus can
be used in synthesis studies as shown later.

Selection of Bandwidth and Filter Type
Selection of the filter bandwidth is basically a compromise between having a
bandwidth which is sufficiently narrow to separate the various order compo-
nents in the signal and a bandwidth which is sufficiently wide, i.e. giving a
sufficiently short filter response time, in order to follow the changes in the sig-
nal amplitude. The contour plot of the STFT analysis can be used for evaluat-
ing the separation of the various components. Using the radio signal analogy
this means that not only the carrier frequency located at the centre frequency
of the filter, but also the AM/FM modulation components should be inside the
filter passband, since it is these components that contain the information of
interest. An extremely narrow filter that suppresses all the sidebands would
produce an order with constant magnitude as a function of time and constant
slope of the phase.

Various research tests have shown that when orders pass through a reso-
nance the time constant of the filter, $\tau$, should be shorter than 1/10 of the time,
$T_{3dB}$, it takes for the particular order to sweep through the 3dB bandwidth of
the resonance, $\Delta f_{3dB}$. This ensures an error of less than 0.5 dB of the peak
amplitude at the resonance using a one-pole filter. For two- and three-pole fil-
ters the error of the measured peak will be less. If no resonance is observed in
the extracted orders the (minimum) time it takes for the order to increase/
decrease 6 dB may be used instead.

Thus for the time constant of the filter we have that:

$$\tau \leq \frac{1}{10} \times T_{3dB} \quad (11)$$

or when combining (9) and (11) in terms of the bandwidth of the filter:
The time it takes for order number $k$ to sweep through the 3dB bandwidth is

$$T_{3dB} = \frac{\Delta f_{3dB}}{k \times SR_{Hz}}$$ (13)

or

$$T_{3dB} = \frac{\Delta f_{3dB}}{(k \times SR_{RPM}/60)}$$ (14)

where $SR_{Hz}$ and $SR_{RPM}$ is the sweep rate in Hz/s and RPM/s, respectively. This means that the bandwidth, $B_{3dB}$ of the Vold-Kalman filter extracting order number $k$ should follow,

$$B_{3dB} \geq \frac{2 \times k \times SR_{Hz}}{\Delta f_{3dB}}$$ (15)

or

$$B_{3dB} \geq \frac{(k \times SR_{RPM})}{(30 \times \Delta f_{3dB})}$$ (16)

i.e. the selected bandwidth should be chosen so that it is proportional to the order number and the sweep rate, and inversely proportional to the bandwidth of the resonance of interest.

When the sweep rate and bandwidth in (16) are unknown, it is more practical to use equation (12) as shown in example 2.

**Example 1**

In the first example a linear sweep of a square wave, with a sweep rate of 17200 RPM/s from 12000 RPM to 63000 RPM (286.7 Hz/s from 200 Hz to 1050 Hz), passing through a known resonance is analyzed. The resonance frequency is 795 Hz and the 3dB bandwidth of the resonance is 16 Hz, corresponding to 1% damping. The first three orders are analyzed. Using (16) we have for the 1st order:

$$B_{3dB} \geq \frac{(1 \times 17200)}{(30 \times 16)} Hz = 35.8 Hz$$

for the 2nd order:
\[ B_{3dB} \geq \left( \frac{2 \times 17200}{30 \times 16} \right) \text{Hz} = 71.6 \text{Hz} \]

and for the 3rd order:

\[ B_{3dB} \geq \left( \frac{3 \times 17200}{30 \times 16} \right) \text{Hz} = 107.5 \text{Hz} \]

The Vold-Kalman filter bandwidth can be specified in terms of constant frequency bandwidth or proportional to RPM bandwidth (i.e., constant percentage bandwidth). For proportional bandwidth the value is entered as a percentage of the basic shaft speed, thus 10% bandwidth gives a resolution of 0.1 order. Proportional bandwidth is the best choice when analyzing over wide RPM ranges or when analyzing higher orders. A bandwidth of 35.8 Hz for the 1st order at the resonance frequency of 795 Hz corresponds to 4.5% bandwidth, a bandwidth of 71.6 Hz for the 2nd order at 795 Hz corresponds to 18% bandwidth and a bandwidth of 107.5 Hz for the 3rd order at 795 Hz corresponds to 40% bandwidth. Fig. 24 shows the magnitude of the Phase Assigned Orders extracted with a two-pole filter with proportional bandwidth of 4.5%, 18% and 40% for the 1st, 2nd and 3rd orders respectively.

![Fig. 24. Magnitude of the Phase Assigned Orders of the first three orders extracted with a two-pole Vold-Kalman filter with bandwidths of 4.5%, 18% and 40% respectively.](image-url)
The peak amplitudes measured with one-, two- and three-pole filters with bandwidths of 4.5%, 18% and 40% for the 1st, 2nd and the 3rd orders respectively are given in Table 1. The correct peak amplitudes were found by widening the filter bandwidth until the amplitude did not increase any more.

<table>
<thead>
<tr>
<th>Table of measured peak amplitudes</th>
<th>One-pole filter 4.5%, 18%, 40%</th>
<th>Two-pole filter 4.5%, 18%, 40%</th>
<th>Three-pole filter 4.5%, 18%, 40%</th>
<th>Correct Amplitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st order</td>
<td>–5.3 dB</td>
<td>–5.1 dB</td>
<td>–5.0 dB</td>
<td>–5.0 dB</td>
</tr>
<tr>
<td>2nd order</td>
<td>–6.3 dB</td>
<td>–6.0 dB</td>
<td>–6.0 dB</td>
<td>–6.0 dB</td>
</tr>
<tr>
<td>3rd order</td>
<td>–7.4 dB</td>
<td>–7.2 dB</td>
<td>–7.1 dB</td>
<td>–7.1 dB</td>
</tr>
</tbody>
</table>

Table 1. Peak amplitudes in dB for the 1st, 2nd and 3rd order component extracted with one-, two-, and three-pole Vold-Kalman filters with bandwidths of 4.5%, 18% and 40% respectively.

Fig. 25. Magnitude of the Phase Assigned Orders of the first three orders extracted with a one-pole Vold-Kalman filter with bandwidths of 4.5%, 18% and 40% respectively. Notice the interference due to the limited selectivity of the one-pole filter.
The peak amplitude errors for the one-pole filter is thus 0.3dB and for the two- and three-pole filters within 0.1dB having a minimum bandwidth given by (16).

A second resonance at 1900Hz, being excited by the second and the third orders, is also seen in Fig. 24.

Using a filter with proper selectivity is very important for the analysis. This is illustrated in Fig. 25, which shows the result of the Vold-Kalman filtering using the one-pole filter instead of the two-pole filter used in Fig. 24. All other analysis parameters are kept unchanged. The limited selectivity of the one-pole filter causes a lot of interference from the other orders especially at the positions where these pass through the resonances. The interference is most dominant for the 3rd order due to the wider bandwidth needed to extract this order. The interference from the 2nd order can even lead to misinterpretations of “non-existing” resonances. Decoupling cannot be used to avoid this kind of interference over a wide time span. Using the two-pole filter (Fig. 24) a small amount of interference is still seen for the 3rd order in the analysis. The three- pole filter will completely suppress the interference from the other orders in this case.

Fig. 26. Detailed view of the part in the contour plot where the 2nd and 3rd order components excite the first resonance. The free decay of the damped natural frequency of 795 Hz is clearly seen. A 3200 line analysis, giving Δf of 2 Hz, and a step of 10 ms between the spectra is used.
The ripples indicated in Fig. 24, on the decaying slope after the orders have passed the resonance still need some explanation. These ripples are caused by an interaction between the order component and the free decay of the natural frequency for the lightly damped resonance. This phenomenon can be investigated by looking at the contour plot of an STFT analysis. Fig. 26 shows a detailed view of the part in the contour plot where the 2nd and 3rd order components excite the first resonance. A 3200 line analysis, giving a Δf of 2 Hz, and a step of 10 ms between the spectra (corresponding to 98% overlap) is used. The free decay of the resonance after the point in time where the orders have “crossed” the resonance frequency is clearly seen. When the decaying oscillations of the damped natural frequency are inside the passband of the filter extracting the given order, the beating interference will occur. The beating is most severe for the third order because of the wider bandwidth used in the analysis. Since there is no “natural” tacho signal, which relates to the damped natural frequency, it is not possible to make decoupling of these components.

The only way to get less beating interaction is to use a narrower filter bandwidth in order to get the free decaying natural frequency faster outside the passband bandwidth after the resonance crossing of the order. This will, however, cause violation on the requirement of the minimum bandwidth given by (12), (15) or (16).

**Example 2**

In this example a fast run-up of a spin-drier is analyzed. A tacho signal giving 12 pulses per revolution is used and the vibration responses in the tangential, radial and axial directions are measured. Fig. 27 shows the contour plot of the STFT analysis of the radial response. It is seen that the response is dominated by the 1st order (unbalance) and the 22nd order. Each Fourier transform is based upon a record length of 250 ms giving a line spacing Δf of 4 Hz.

The 1st order is dominated by one resonance. The run-up takes approximately 6 seconds and the curve fitted RPM profile is shown in Fig. 28.

The peak value and the time, T_{3dB}, it takes for the 1st order to sweep through the 3 dB bandwidth of the dominating resonance is found by applying a three-pole filter with wide bandwidth (up to 100%). Using a bandwidth of more than 100% gives ripples due to beating interference even with the three-pole filter. From these analyses T_{3dB} is found to be 464 ms and the peak of the resonance is found to be 12.6 dB. Using (12) this means that the minimum bandwidth should be 4.3 Hz. The peak of the resonance is at 681 RPM (11.3 Hz) which means that the minimum bandwidth should be 38%. Using a bandwidth of 38% gives a peak value of 12.2 dB (i.e., an error of 0.4 dB).
Fig. 27. Contour plot of an STFT analysis of a run-up of a spin drier

Fig. 28. Curve-fit of RPM as a function of time used as input for Vold-Kalman filtering
The same peak value is found using one-pole and two-pole filters. For the one-pole filter with 38% bandwidth the extracted order is, however, contaminated by ripples (beating interference), even at the resonance, due to the limited selectivity. Fig. 29 shows the 1st order of the radial, tangential and axial response extracted using a three-pole filter with a bandwidth of 50%. The same resonance is seen in the axial response, whereas the dominating resonance in the tangential response is at 911 RPM (15.2 Hz). A lower resonance at 375 RPM (6.25 Hz) is seen in the radial and axial response and at 388 RPM (6.47 Hz) in the tangential response. $T_{3dB}$ for this resonance is found to be 415 ms for the radial response indicating that the bandwidth should be at least 76%. Using 50% bandwidth with a three-pole filter gives an under-estimation of approximately 0.8 dB. A two-pole filter gives a beating interference at this resonance with bandwidth larger than 50%, and proper measurement of this resonance is not possible with a one-pole filter due to strong beating interference even for bandwidth as narrow as 20%. The 22nd order can be extracted using a three-pole filter with a bandwidth of 60%, which is found to be the minimum bandwidth for the dominating
resonance at 933 RPM (15.6 Hz) in the radial response. A two-pole filter gives a small interference at the resonance with 60% bandwidth, and for a one-pole filter interference is experienced for bandwidths wider than 40%.

Crossing Orders
To illustrate the effectiveness of the Vold-Kalman filter with decoupling of close and crossing orders, two signals have been mixed, a 1 kHz signal and a 300 Hz to 2000 Hz swept signal containing several orders as shown in the STFT contour plot in Fig. 30. The duration of the signal is 6 s. The example simulates a system with two independent axles. All orders and the 1 kHz sine wave were generated with constant amplitude.

The first two swept orders and the 1 kHz signal were extracted using 10% bandwidth (0.1 order resolution) two-pole Vold-Kalman filters without decoupling. The magnitude of the two swept orders is shown in Fig. 31 and the 1 kHz signal is shown in Fig. 32. As seen in this case the 1 kHz order strongly interacts with the swept 4th order around time 0.1 s, the 3rd order around time 0.4 s,

Fig. 30. An STFT of a signal mixed from a 1 kHz sine wave and a swept signal containing several harmonics (orders)
Fig. 31. First and second order of the swept signal extracted without decoupling using two-pole Vold-Kalman filter with a bandwidth of 10%

Fig. 32. 1 kHz signal extracted without decoupling using two-pole Vold-Kalman filter with a bandwidth of 10%
Fig. 33. First and second order of the swept signal extracted using decoupling and two-pole Vold-Kalman filter with a bandwidth of 10%.

Fig. 34. 1 kHz signal extracted using decoupling and two-pole Vold-Kalman filter with a bandwidth of 10%.
the 2nd order around time 1 s and the first order around time 2.7 s respectively, showing strong beating phenomena.

When the two tacho signals are used in a simultaneous estimation (i.e. with decoupling), but with the same filter parameters as in the single order estimation (i.e. without decoupling), we achieve a dramatic improvement in the quality of estimation, see Fig.33 and Fig.34. However, the 1 kHz still interacts with the swept orders nos. 3 & 4, since they were not included in the calculations.

**Crossing orders from two independent motors**

In this example the vibration response from two independent rotating motors is analysed. The response is measured at the support structure in a situation where one motor is running up and the other is running down resulting in crossing orders. In Fig.35 the speed versus time functions (RPM profiles) of the two motors are shown.

The first order from the two motors is extracted using a two-pole Vold-Kalman filter with a bandwidth of 20%. The magnitude of the phase assigned orders is shown in Fig.36.

A strong interaction between the two orders is seen in the area where the orders are crossing, i.e. where both orders are inside the filter passband.

Applying the decoupling technique with the filter setting otherwise unchanged the same two first order components are extracted as shown in Fig.37.

In order to verify the fidelity of the decoupling technique an analysis of a run-up of motor 2, with motor 1 switched off, was performed. The magnitude of the first order of motor 2 from this test is shown as a function of time in Fig.38. The same filter parameters as in the previous tests are used. The shape of the order is very similar to that calculated using decoupling shown in Fig. 37 verifying the validity of the decoupling technique. The acceleration of motor 2, in the case with motor 1 switched off, was a little lower compared to the case where both motors were running. The order, shown as a function of time, in Fig. 38 therefore seems stretched (delayed) compared to that shown in Fig. 37. This could also be one of the reasons why the peak amplitude of the dominating resonance (at 1.3 s and 1.4 s respectively) gets a little higher in Fig.38. Another reason could be that the resonance is rather sensitive to boundary conditions and these might not be exactly the same in the two cases.
Fig. 35. RPM as a function of time (speed profile) for motor 1 (green) and motor 2 (blue).

Fig. 36. First order of the two motors extracted using a two-pole Vold-Kalman filter with a bandwidth of 20%. Notice the strong interaction (beating) between the two orders in the area where the orders are crossing.
Fig. 37. First order of the two motors extracted using decoupling. Vold-Kalman filter setting otherwise as in Fig. 36 without the decoupling. Notice that the interaction (beating) between the orders is avoided.

Fig. 38. First order in a run-up of motor 2 without motor 1 running. The Vold-Kalman filter parameters are the same as those used in Fig. 36 and Fig. 37. The result should be compared to that of motor 2 in Fig. 37 using decoupling.
Sound Quality Synthesis

Since the Vold-Kalman filter extracts order waveforms without time delay, i.e., the extracted order time signals are coincident with the total signal; these time signals can be used for synthesis studies. This is especially interesting in the field of Sound Quality Engineering, where time-, frequency- and order-editing and simulation of acoustic signals is an important tool for product sound optimisation. In the following simple example the Bruel & Kjær Sound Quality Software Type 7698 has been used for post-processing of Vold-Kalman data. For sound perception the most dominating order is the 9th in the example shown in Figs. 10–17. The 9th order waveform was subtracted (any amount of attenuation is possible) from the total waveform using the mixer editing facility in version 3.0 of Type 7698 software. The time signal with the 9th order removed is shown in Fig. 39, but a comparison with Fig. 10 reveals no apparent visual difference, due to the fact that the amplitude of the 9th order (see Fig. 16) is about a factor of two smaller than the amplitude of the first order.

Fig. 39. Vibration time signal of the run-up with the 9th order removed (The amplitude scale changed to Pa)
Fig. 40. An STFT of the vibration signal with the 9th order removed

Fig. 41. Loudness analysis of the 9th order. Especially the frequency masking effect is clearly seen
It is on the other hand quite evident from the STFT contour plot shown in Fig. 40 compared to Fig. 11, that the 9th order has been removed as well as this was audible from a playback via the sound card of the original and edited signals. Since Type 7698 is a dedicated package for sound measurement, the amplitude scaling is in SPL or Pa rms amplitudes rather than vibration levels or vibration rms amplitudes. The SQ application provides the ability to listen to both the extracted orders and to the residual sound with the orders removed.

The individual orders may be analysed using STFT, digital filtering (using standardised filter shapes such as 1/3-octaves), Loudness Analysis or other techniques such as Wavelets or Wigner-Ville distribution [11, 21]. Fig. 41 shows an example where the 9th order waveform has been analysed using non-stationary Loudness calculations in order to study both time and frequency masking effects of the specific order.

**Gearshift Example**
The measurement was done on a light truck with a V-8 engine and an overdrive automatic transmission, which was run on a dynamometer in a semi-anechoic room. Data was acquired using an eight-channel DAT recorder and shown here calibrated in volts, i.e. uncalibrated with respect to engineering units, such as Pa and m/s². Using PULSE Interface to SONY DAT – Type 7706 the digital data was interpolated and resampled and directly analyzed by PULSE via a SONY PCIF 500 SCSI interface box without any need for further digital/analogue/digital conversions. For this example a full-throttle run-up was performed under light load condition, using a tractive (drag) force of only 50 lbf (=222 N). Fig. 42 shows the RPM versus time curves from the tachometers on both the engine and the drive shaft (propeller shaft) for the complete run using a wide frequency and time range pre-analysis. See also Ref. [3] for more details.

Microphone signals from a binaural recording using a Brüel & Kjær HATS (Head and Torso Simulator) Type 4100 in the passenger seat, as well as accelerometer signals at several locations (pinion gear housing, transmission case at drive shaft side etc.), were recorded. The right ear signal from the HATS was analyzed in order to illustrate the capability of the Vold-Kalman Order Tracking Filter for handling gearshifts. It was decided to focus on the shift from the 2nd gear into the 3rd gear around time 11.5 s shown in Fig. 42. Thus a second PULSE multi-analysis of the recording was performed using a Tachometer Analyzer for triggering and RPM detection and monitoring purposes, an FFT analyzer for real-time FFT-order processing and a Time Capture Analyzer for capturing data for Vold-Kalman order tracking analysis.
For the FFT analysis a 400 Hz baseband, 100 line analysis ($T = 250 \text{ ms}$ and $\Delta f = 4 \text{ Hz}$) with Maximum overlap was performed. Maximum overlap was in this case 99.5% since each FFT calculation including averaging etc. took 1.4 ms. Exponential averaging with 1 average was used. Spectra as well as pre-processed order slices were stored into a multi-buffer, using the 1900RPM of
the drive shaft as a start reference, i.e. used as time zero. Update interval was
10 ms with a total of 551 spectra corresponding to a duration of 5.5 s.

The Time Capture Analyzer was also triggered to start at 1900 RPM making
a 5 s recording up to approximately 2800 RPM using a frequency range of
1600 Hz corresponding to a total of 20 480 time samples per channel.

Fig. 43 presents a contour plot of the microphone (time captured) signal from
the right ear. 400 lines FFT with 80% overlap and a total of 96 spectra are
shown. As expected the contour plot indicates that the dominant frequency
content is found along the half-order lines of the engine, especially also at
orders 4.0, 8.0 and 12.0, the V-8 engine firing harmonics. As seen the 4th order
is the dominating order both before and after the gearshift.

The data represents a typical case of high slew rates, especially the engine
RPM at the shift points (up to 2800 RPM/s). Fig. 44 displays the engine RPM
curve near the shift from 2nd into 3rd gear, showing the curvefit RPM
(smoothed) curve overlaid with the raw estimate (RPM table). The hinge point
was found from the raw RPM by using the “display zoom” facility and visual
inspection as well as the standard cursor readings, Maximum and Minimum
Values (in this case found by PULSE at 1,758 s and at 2,280 s respectively).
These numbers were then keyed into the Vold-Kalman RPM Curve Fit prop-
erty page (see Fig. 13). In the actual calculation the Number of Segments was
set to 10 even though fewer segments could have been used successfully.

Fig. 45 shows the magnitude of engine order 4.0, extracted using a three pole
Vold-Kalman filter with a relative bandwidth of 20% (= 10 Hz). Fig. 46 shows
the magnitude of engine order 4.0 using real-time FFT processing. Also an
order slice bandwidth of 20% corresponding to approximately 2,5 FFT lines
was used for comparison purposes. Due to the record length of 250 ms, all FFT
based events are displaced, compared to the Vold-Kalman extracted order,
with a delay of 125 ms corresponding to ½ the FFT record length.

When comparing the two 4th order slices the two methods agree extremely
well for the slowly changing amplitudes, but the FFT is not able to accurately
track the two rapid level changes which are seen in the Vold-Kalman results
around the shift point between time 2.0 s and 2.4 s. This is due to the fact that
the Vold-Kalman filtering has no slew rate limitations although the real-time
FFT was actually able to track the RPM changes in this case. On the other
hand the Vold-Kalman filtering provides a better time resolution as well as
more data points compared to the FFT technique as explained in the following.

The FFT multi-buffer settings result in 501 data points along the 5 s long Z-
axis (25 multibuffer entries per FFT record-length, one entry per 7 FFT calcu-
lations). Each FFT record represents approximately 94 ms (= 250 ms × 37.5%).
Fig. 44. Detail of the Raw RPM (red colour) and the Curve Fit RPM (blue colour) at the shift point

Fig. 45. Engine order 4.0 extracted using Vold-Kalman order tracking filtering. X-axis is displayed from 0 s to 5 s

when using a Hanning weighting function. The effective duration of the Hanning weighting is defined in Ref. [5]. The Vold-Kalman technique results in this case in 20480 data points (as mentioned earlier, for export purposes decimation of the data is possible). The selected frequency bandwidth of 10 Hz corresponds to a length of the IRF of $2\tau = (0.2 \times 2 / 10\text{Hz}) = 40\text{ms}$. 
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In order to verify that the 4.0 order was extracted correctly, the order waveform was subtracted from the original signal using the PULSE Sound Quality application. A contour plot of the signal with the 4th order removed was successfully produced using a procedure as described earlier, see Figs. 11 & 40.

In Ref. [3] also a file of the residual sound was generated by extracting the 14 most significant engine orders, and then subtracting this file from the original file. This was done using the MTS* Systems Corporation IDEAS Sound Quality software. The fact that this residual sound has consistently lower levels (about 30 dB) indicates that both the magnitude and phase of the extracted orders were processed with high fidelity, even passing through the gearshift. When listening to the residual sound produced by removing the Vold-Kalman filtered orders, only very little trace of the engine sound was heard through the gearshift. This fact is also a confirmation that the amplitude and phase tracking is very accurate, and it also illustrates the practical value of the Vold-Kalman methods for harmonic extraction and editing in Sound Quality applications involving high slew rates as found at gear shifts.
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Conclusion

The Vold-Kalman filter enables order tracking without tracking-ability slew rate limitations, with only speed limitation due to the filter response time. Phase assigned orders (shown as real, imaginary, magnitude, phase and Nyquist plots) as well as order time waveforms (playback using sound cards) are available. Abrupt changes of the RPM, such as in gear shifts, and tacho drop-outs can be handled and finally decoupling of close and crossing orders is possible. The only disadvantages of the technique is non-real time processing, “longer” calculation time, no information between orders and some prior knowledge of the contents of the signal is required.

The characteristics of the one-pole, two-pole and three-pole Vold-Kalman order tracking filters have been investigated in the time and the frequency domain. The three-pole filter has the best selectivity and therefore the best ability to suppress ripples due to beating interference from the other order components in the signal. In the time response to a tone burst the two- and three-pole filters exhibit small ripples (overshoot). This will, however, only contaminate the results when the signal contains abrupt changes in the amplitude or when the bandwidth of the filter is selected too narrow for the signal.

The time-frequency relationship of the three filter types shows an optimum relationship close to the Heisenberg’s uncertainty limit and is given by $B_{3dB} \times \tau = 0.2$, where $B_{3dB}$ is the 3 dB bandwidth of the Vold-Kalman filter and $\tau$ is the time it takes for the time response to decay 8.69dB (a factor of e).

Selection of the bandwidth of the filter should follow $B_{3dB} \geq 2/T_{3dB}$, where $T_{3dB}$ is the time it takes for an order to sweep through the 3 dB bandwidth of a resonance (or the time it takes for an order to change 6 dB in amplitude). In almost all cases the three-pole filter is the best choice due to its better selectivity in the frequency domain. Today the main use of single pole filter is to be able to duplicate processing done in earlier implementation of the Vold-Kalman filtering.

In situations where different orders related to different rotating shafts (tacho signals) are close or crossing each other, decoupling can be used to separate the orders without beating interference.
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Appendix A

We have observed that all time response curves are crossing at $-6\,\text{dB}$ at the two points in time where the applied tone burst is started and where it is discontinued, Figs. 21 & 22. At these points in time we have that $\frac{1}{2}$ the filter time response contains the signal while the rest of the filter time response contains no signal. Thus the overall time response has decayed by $3\,\text{dB}$ (half power) while the signal inside the tracking filter has decayed by $6\,\text{dB}$. A similar phenomena is observed using FFT analysis and is explained in details in the following.

As an illustration, an FFT analysis using 400 lines, frequency range of $f_{\text{span}} = 1600\,\text{Hz}$, resolution of $\Delta f = 4\,\text{Hz}$ and a record length of $250\,\text{ms}$ is used. A sinusoidal signal of $1V_{\text{rms}}$, $800\,\text{Hz}$ (i.e., 200 periods) is analyzed as shown in Fig. A1. Cursor readings show in Fig. A2 the level to be $0\,\text{dB}$ at $800\,\text{Hz}$ as well as the total power is $0\,\text{dB}$. No leakage is seen.

![Fig. A1. Time signal of a $1V_{\text{rms}}$, 200 period, 800 Hz sine wave analyzed using a rectangular weighting function](image)
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Fig. A2. Frequency spectrum of a 200 period, 800 Hz sine wave analyzed using a rectangular weighting function, no leakage is seen

Using a rectangular weighting with an amplitude of $A$ and time length of $T$ results in a spectrum weighting of

$$H(f) = AT \times \frac{\sin(\pi T f)}{\pi f}$$

which is convolved with the spectrum of the 800 Hz signal and then sampled (in this case) at frequencies which is multiples of $\Delta f = 4$ Hz. The weighting function and its corresponding spectrum are shown in Fig. A3. A main lobe with a maximum amplitude of $AT$ and a width of $2\Delta f$ is shown, and all side lobes have a width of $\Delta f$. In this case the spectrum is sampled at the centre of the main lobe and at all zero crossings between the lobes resulting in a calculated/displayed FFT spectrum consisting of one line only, which is scaled to an amplitude value of 1 corresponding to 0 dB. See Ref. 12 (Appendix A) and Ref. 13 (Chapter 2).
Now the second half of the record is zero padded, corresponding to using a rectangular weighting function with same amplitude, A, but of half the length, T/2. See Fig. A4. This weighting results in a spectrum

\[ H(f) = \frac{AT}{2} \times \sin(\pi T f / 2) / (\pi f) \]

which is shown in Fig. A3. All the lobes have double width compared to the non-zero padded case, i.e. the main lobe has a width of 4Δf and the side lobes have a width of 2Δf. The amplitude has decreased by a factor of 2, corresponding to –6dB. Thus the corresponding FFT spectrum of the 800Hz sine wave will show a line spectrum where the main lobe is sampled 3 times and furthermore sampled at the centre of all side lobes as well as at the zero crossings between all lobes. See Fig. A5. The amplitudes/levels of the individual FFT lines follow the well known sequence, 1, 2/π, 2/3π, 2/5π, 2/7π, … , see Fig. 2.15 in Ref. [12].
Fig. A4. Time signal of a 200 period, 800 Hz sine wave analyzed using half a rectangular weighting function, i.e. only 100 periods are within the window.

Fig. A5. Frequency spectrum of a 200 period, 800 Hz sine wave analyzed using half a rectangular weighting function, i.e. only 100 periods are within the window.
The cursor readings show a level of –6dB at 800 Hz as expected according to the discussion above. The total level is –3dB (half power), which is also expected since the time window contains data in only half the record in this case.

This is also the case using other time weighting functions as long as they are symmetrical in time. Figs. A6 & A7 show the results using Hanning weighting.

In this case the resulting spectrum is most easily understood by convolving the FFT spectrum shown in Fig. A5, with the FFT spectrum of a Hanning weighting function, taking amplitude as well as phase into account. The phase of the spectrum shown in Fig. A5 is +90 degrees for all non-zero amplitude values at frequencies lower than the centre frequency, 0 degrees at the centre frequency and -90 degrees for all non-zero amplitude values at frequencies higher than the centre frequency, see Fig. 2.24 Ref. [12]. The Fourier spectrum of a Hanning (scaled to an amplitude of 2 in the centre of the record) consists of three values, 1 at the centre frequency, \( f_0 \) and \(-\frac{1}{2}\) (or \(\frac{1}{2}\)) and a phase of 180° at the two neighbouring frequencies, \( f_0 - \Delta f \) and \( f_0 + \Delta f \). From the mean square values the Noise Bandwidth of the Hanning weighting is found to be \( 1^2 + \frac{1}{2}^2 + \frac{1}{2}^2 = 1.5 \) or 1.76dB. See ref. [15].

Fig. A6. Time signal of a 200 period, 800 Hz sine wave analyzed using half a Hanning weighting function, i.e. only 100 periods are within the window.
Fig. A7. Frequency spectrum of a 200 period, 800 Hz sine wave analyzed using half a Hanning weighting function, i.e. only 100 periods are within the window.

Convolution of the spectrum in Fig. A5 with the spectrum of a Hanning results in the spectrum shown in Fig. A7 as explained in the following.

When one of the zero values are convolved with the Hanning the result is an amplitude value which is the mean value of the two adjacent lines but with opposite phase.

When one of the non-zero side lobe values are convolved with the spectrum of a Hanning, the original value is unchanged due to the fact that the two adjacent lines have zero amplitude values.

When the centre frequency value at $f_0$ is convolved with the spectrum of a Hanning the original is unchanged due to the fact that the two adjacent lines have equal amplitude but opposite phase.

To convolve the two lines adjacent to the centre frequency with the spectrum of the Hanning requires a little more complex calculation, resulting in a slight increase in amplitude from 0.32 (−9.9 dB) to 0.40 (−7.9 dB) and a phase change from respectively 90° to 128° for the left, ($f_0 - \Delta f$) and −90° to −128° for the right, ($f_0 - \Delta f$) FFT line.

Thus for the resulting spectrum shown in Fig. A7 the centre line will also in this case show a level of −6 dB and the total power of the spectrum −3 dB, after
compensating the total reading for the Noise Bandwidth (1.76dB) of the Hann-ning weighting.

**Conclusion**

When the FFT time record contains a stationary sinusoidal signal in only the first or the last half of the record the total power of the spectrum is decreased by 3dB irrespective of choice of weighting function as long as this function is symmetrical in the record. Half of the power/energy of this signal (−6dB) is found at the expected frequency while the rest (−6dB) is found as leakage. Using a Vold-Kalman order tracking filter, which also has a symmetrical time response, the leakage components are normally not seen, while the −6dB level of the tracking frequency is observed in the time response as discussed above as well as shown in Fig. 22.
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